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Paraná (PUCPR), Curitiba, Brazil

{eduardo.tieppo,jean.barddal,nievola}@ppgia.pucpr.br
2 Instituto Federal do Paraná (IFPR), Pinhais, Brazil
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Abstract. Hierarchical data stream classification inherits the properties
and constraints of hierarchical classification and data stream classifica-
tion concomitantly. Therefore, it requires novel approaches that (i) can
handle class hierarchies, (ii) can be updated over time, and (iii) are com-
putationally light-weighted regarding processing time and memory usage.
In this study, we propose the Gaussian Naive Bayes for Hierarchical Data
Streams (GNB-hDS) method: an incremental Gaussian Naive Bayes for
classifying potentially unbounded hierarchical data streams. GNB-hDS
uses statistical summaries of the data stream instead of storing actual
instances. These statistical summaries allow more efficient data storage,
keep constant computational time and memory, and calculate the proba-
bility of an instance belonging to a specific class via the Bayes’ Theorem.
We compare our method against a technique that stores raw instances,
and results show that our method obtains equivalent prediction rates
while being significantly faster.

Keywords: Hierarchical Classification · Data Stream Classification ·
Gaussian Naive Bayes · Incremental Learning

1 Introduction

Hierarchical classification is required on problems where instances are labeled
with classes that are related to one another in a hierarchy, such as in recognition
of music genres and subgenres [12], computer-aided diagnosis where diseases are
categorized by their etiology [43], recognition of animals, which are organized
in a taxonomy [28,42], and, recently, even helping in COVID-19 identification
using the hierarchical etiology of pneumonia [29].

However, classification techniques often assume that data samples of a par-
ticular problem are static and fully available to a learning model in a well-defined
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training step [26]. This assumption does not reflect many of the real-world sce-
narios in which classification is applied. The ever-increasing volume of data from
diverse sources such as the Internet, wireless sensors, mobile devices, or social
networks produces massive large-scale data streams [32,27,23].

Data streams are potentially unbounded over time and hence cannot be
stored in memory. Also, as the time component is intrinsic in data streams,
these are expected to be transient, i.e., the underlying data distribution is ever-
changing, thus resulting in variations in the target concept, a phenomenon named
concept drift [39,10,19,21].

When merged, hierarchical classification and data stream classification ar-
eas combine their properties and introduce new challenges in a roughly unex-
plored area: the hierarchical classification of data streams. Consequently, novel
algorithms for hierarchical data stream classification must: (i) handle class hi-
erarchies, (ii) be updatable over time, (iii) detect and adapt to changes in data
behavior, and (iv) be computationally light-weighted regarding processing time
and memory consumption [19,10,31].

In this study, we propose the GNB-hDS method: an Incremental Gaussian
Naive Bayes for classifying potentially unbounded hierarchical data streams.
GNB-hDS uses statistical summaries of the data stream instead of storing raw
instances.

Despite the relevant application of Bayesian classifiers in hierarchical and
data stream classification tasks separately, they have not been adapted yet to
their intersection task. Therefore, to the best of our knowledge, this is the first
method that combines incremental Bayesian learning with hierarchical classifi-
cation. These statistical summaries allow a more efficient data storage, holding
constant computational time and memory usage, and permit the calculation of
the probability of a given instance belonging to a specific class via the Bayes’
Theorem.

The novel contributions of this work are as follows:

– We qualify Gaussian Naive Bayes, a well-known classification technique [11],
to work with potentially unbounded hierarchical data streams and in an
incremental fashion by using updatable statistical summaries related to a
class hierarchy.

– We propose GNB-hDS, a method for the hierarchical classification of data
streams using summarization techniques. The model is incremental and han-
dles potentially unbounded data streams with constant memory usage.

Furthermore, as a byproduct of this research, we make the source code for
the proposed method, as well as the datasets used in the experiments, available
for reproducibility.

The remainder of this paper is organized as follows. Section 2 describes the
problem of hierarchical classification of data streams and Section 3 brings for-
ward related works. Section 4 describes the proposed incremental Gaussian Naive
Bayes for the hierarchical classification of data streams. Section 5 comprises the
experimental protocol and the discussion of the results obtained. Finally, Section
6 concludes this paper and states envisioned future works.
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2 Problem Statement

As mentioned above, in this paper, we are particularly interested in hierarchical
data stream classification. This specific task combines characteristics and chal-
lenges from two different areas, and thus, it differs from classical classification
in two key aspects.

First, concerning hierarchical classification, instances of a problem are as-
signed to a label path that belongs to a hierarchically structured set of classes
instead of one single independent label [35]. Figure 1 compares a general ap-
proach of (a) flat (non-hierarchical) classification, and (b) hierarchical classifica-
tion in an illustrative problem. In flat classification, the decision must be made
while considering all the classes of the problem (all the possible song genres).
Meanwhile, hierarchical classification concerns an existing class taxonomy, which
can be used to make first smaller and generic decisions about the problem (in
the example, decide first between Rock and R&B genres), and then more specific
ones.

Second, concerning data stream classification, there is not the concept of a
complete and fully available dataset; instead, instances of a problem are provided
to the model sequentially over time [19]. Figure 2 compares (a) a traditional
classification process and (b) a data stream classification process. In traditional
(or batch) classification, the dataset is assumed to be static and completely
available to the model at the training step. Next, the dataset is divided into
training and test subsets; the training data is submitted to the learning model
that reviews them as many times as necessary until obtaining a single satisfactory
test model. This final model is then applied to the subset of test data and
provides predictions and, consequently, accuracy estimates.

R&BRock
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Heavy
Metal

(b)(a)

Song genre

?
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Metal

Fig. 1. Example of general approaches of (a) flat and (b) hierarchical classification in
a hypothetical music genre problem. The class taxonomy can be used to lead smaller
specific decisions about the classes by splitting the context complexity.



4 E. Tieppo et al.

Input data

Model
(test)

Learning
(train)

Data stream

(a) (b)

Prediction

Learning
(train)

Model
(test)

Predictions

Data
(Train)

Data
(Test)

Static
data

Fig. 2. Example of general approaches of (a) Traditional (batch) classification and (b)
Data Stream Classification. An input data is obtained from the data stream, tested,
incorporated into the model, and discarded; then, the cycle starts again.

In contrast, in streaming scenarios, data is made available sequentially over
time, and even a single instance can be provided to the model at a time. Each
instance is tested by the model, resulting in a prediction, and only after that
it is incorporated into the model (being used as training data). This process,
entitled ‘test-then-train’, is repeated for each instance, or chunk of instances,
that is gathered from the stream. Any processed instance needs to be eventually
discarded to maintain the model stable to process new instances since the data
stream is potentially unbounded.

Thus, hierarchical classification of data streams regards learning models that
use hierarchical data streams as input to their learning processes, not only as a
source of data but effectively processing portions of the data over time, using the
premise that there is no complete dataset and effectively using class taxonomy
in their decision processes.

More formally, we let hDS define a hierarchical data stream in the [(~xt, ~yt)]∞t=0

format providing instances (~xt, ~yt) on a specific timestamp t, where ~xt represents
a d-dimensional features set and its values, and ~yt represents the corresponding
ground-truth label path (hierarchically structured classes).

These hierarchically structured classes compose a regular concept hierarchy
arranged on a partially ordered set (Y,�), where Y is a finite set containing all
label paths and the relationship � is defined as an asymmetric, anti-reflexive,
and transitive subsumption (is-a) relation [35]. Finally, the classification of hi-
erarchical data streams can be formally defined as f t : ~xt 7→ ~yt, where the
function f t is continuously updated by mapping features ~x to the corresponding
label paths ~yt accurately.

As the data streams are potentially infinite due to their time component,
learning models are restrained by finite computational resources and must work
with bounded memory and time, analyzing each instance only once according to
their arrival and then discarding it. The processing time of an incoming instance
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from the data stream must not surpass the ratio in which new instances become
available. Otherwise, the learning model will need to discard new instances with-
out analyzing them [10,5].

3 Related Work

Machine learning models based on the Bayes’ Theorem have been widely used in
classification since their outputs are human-readable, they can naturally handle
missing values, and are relatively easy to implement [36,22].

In hierarchical classification, Bayesian classifiers were used with different lev-
els of adaptation. The authors in [14] used Bayesian probabilities attached to
each node in the hierarchy using a Local Classifier per Node approach [35] and a
top-down strategy to analyze the binary predictions along with the hierarchical
structure. Similarly, the authors in [13] used binary classifiers for each class in
the hierarchy considering both the parent and child classes of the current class.

In the works of [45,7], the authors also used Bayes-based classifiers within
a Local Classifier per Node approach but to perform hierarchical multilabel
classification. Finally, the authors in [36] proposed a Naive Bayes fitted to the
hierarchical classification using a global approach [35].

A Bayesian classifier fitted to handle hierarchical classification needs to be
adapted, at least, to consider the relationship between the hierarchically struc-
tured classes in the calculation of probabilities [36].

In data stream classification, incremental adaptations of Bayesian classifiers
have been widely studied and are also widely applied in state-of-the-art algo-
rithms. Data stream classification can be handled by a Naive Bayes classifier
in a straightforward manner, since the learning model only needs to incremen-
tally store summaries of data that allow the probabilities calculations as new
instances are provided from the data stream [25].

The authors in [3] introduced the idea of recalculating probabilities for each
instance provided to a model and this idea was later reinforced by the authors in
[2,25]. In the work [33], the authors proposed an incremental Bayes Tree based
on statistical summaries of data which are updated with each incoming instance.
The authors in [9] used Naive Bayes classifiers ensembled with other tree-based
classifiers to improve specific leaf node predictions. Finally, the authors in [4]
also used incremental statistical summaries to restrain a Naive Bayes classifier
and cope with limited computational resources.

It is noteworthy, nonetheless, to highlight the work of [28], where the authors
proposed an incremental k-Nearest Neighbors (kNN) [1] approach for the hier-
archical classification of data streams. This can be considered a seminal work of
the area, yet, it does depict drawbacks such as kNN relies on distance compu-
tations, which are computationally intensive and can put in jeopardy time and
memory usage constraints required by streaming scenarios [27,38]. In this sense,
in Section 5, we compare our proposal (GNB-hDS ) against the one proposed
in [28] and show that GNB-hDS uses Bayes probabilities to obtain competitive
prediction correctness with better computational performance.
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4 Proposed Method

Our proposal, hereafter referred to as Gaussian Naive Bayes for Hierarchical Data
Streams (GNB-hDS ), is an incremental method for the hierarchical classification
of data streams based on the Naive Bayes technique [18,11].

The main idea behind GNB-hDS is the use of incremental data summaries,
specifically the mean, standard deviation, and the number of data instances,
that allow the calculation of probabilities used in the Bayes’ Theorem [11,22].
These incremental data summaries are attached to nodes of the hierarchy and are
updated as new instances are gathered from the data stream. We implemented
two key adaptations in the traditional Naive Bayes classifier to make it handle
hierarchical data streams:

– Regarding the hierarchical data structure, the original algorithm was modi-
fied to consider not only one class but all related classes of a given instance.
As the hierarchical data structure represents a subsumption relation, any
new instance provided from the data stream also belongs to its ancestors.
Thus, we traverse the hierarchy to update all data summaries of parent nodes
recursively until the root node of the hierarchy.

– Regarding the streaming input data, the algorithm must store incremen-
tal statistical descriptors instead of the actual instances. Thus, we need to
compute the mean, the standard deviation, and the count of data instances
assigned to each class incrementally, discarding the instance after it is ana-
lyzed.

Regarding the stated problem approach, GNB-hDS represents the class tax-
onomy in a tree structure using local classifiers at each parent node and assigns
leaf node classes as the last class of one predicted label path ~yt (mandatory
leaf-node and single path prediction) [35].

We point out that although the GNB-hDS method has been implemented
here in a more specific way regarding the stated problem, GNB-hDS also sup-
ports direct acyclic graphs and non-mandatory leaf node prediction in its con-
cept. To that, the data structure of a given node in the hierarchy should allow
links with more than one parent node, and the top-down strategy used in the pre-
diction step must consider some stopping criteria (e.g., a probability threshold)
resulting in partial depth label paths.

Figure 3 illustrates the process performed by GNB-hDS. Circles represent
classes, and dashed squares enclose classifiers. The method represents the class
taxonomy in a tree structure, where R stands for the root node of the hierarchy
and classes are related with each other (as described in Section 2).

When receiving an incoming instance for prediction, the method tackles the
hierarchy using a Local Classifier per Parent Node (LCPN) approach [35], thus
analyzing the current parent node and predicting between its child nodes by
using probabilities obtained with the Bayes’ Theorem. This process is repeated
until a leaf node is reached.

Each node in the tree stores the count of instances (n), a d-dimensional in-
cremental mean (x̄n) and a d-dimensional incremental standard deviation (σn)
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Fig. 3. Illustration of GNB-hDS method.

of the class represented (as shown in class 2). After the incoming instance pro-
cessing, the statistical descriptors (n, x̄nσn) are updated incrementally with the
instance feature values on all the classes through the hierarchy regarding the
ground-truth label path of that instance.

As before introduced, the instances are represented by data summaries com-
prising three statistical descriptors stored incrementally: (i) the count of class
instances, (ii) the d-dimensional mean instance, and (iii) the d-dimensional stan-
dard deviation of the instances of a given class.

The number of instances assigned to a class C is stored in an attached
counter. When an instance is retrieved from the stream, the C-th class counter
is incremented alongside the counters of C’s ancestors.

The incremental mean (x̄n) and the incremental standard deviation (σn)
considering each attribute from a d−dimensional xn instance are obtained, re-
spectively, from Equations 1 and 2, where n stands for the number of instances
observed so far assigned to C [40,15].

Also, it is important to reinforce that the incremental mean and the incre-
mental standard deviation are d-dimensional descriptors as the features set and
its values from the d-dimensional xn instance. Note that Equations 1 and 2
support only continuous feature sets and the current mean and the standard
deviation of the previous observed instances assigned to C are represented by
x̄n−1 and σn−1.

x̄n =
(x̄n−1(n− 1)) + xn)

n
(1)

σn =

√
(n− 2)σ2

n−1 + (n− 1) (x̄n−1 − x̄n)
2

+ (xn − x̄n)
2

n− 1
(2)

The prediction of the class to be assigned to an incoming instance provided
from the data stream is performed in three steps: (i) computation of the a
priori probabilities based on the count of class instances, (ii) computation of
likelihood probabilities based on the Bayes’ Theorem for each attribute of the
incoming instance, and (iii) calculation of the maximum value of the a posteriori
probability from the product of the independent feature probabilities given a
class C.
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The calculation of the likelihood probability is described in Equation 3, where
i represents a feature index and j a class index [11].

p (xi| Cj) =
1√

2πσ2
i,j

exp

{
−1

2

(
xi − x̄i,j
σi,j

)2
}

(3)

To perform the class assignment, the GNB-hDS obtains the class label with
the maximum value of the a posteriori probability, as described in Equation 4,
from the product of the independent feature probabilities given C [11].

p (Cj |x) ∝

{∏
i

p (xi| Cj)

}
p(Cj) (4)

Moreover, these three steps are performed from the top of the hierarchy data
structure and repeated until a leaf node is reached, resulting in the union of the
class assignments made from Equation 4 and representing the final label path
assigned to the incoming instance.

Algorithm 1 shows the proposed Gaussian Naive Bayes for Hierarchical Data
Streams (GNB-hDS ). It receives a hierarchical data stream hDS supplying in-
stances (~x, ~y) over time and, if required, outputs a set of predicted labels (a label

path) ~̂yi for each given instance (~x, ~y), where ~x represents a d-dimensional fea-
tures set and its values, and ~y represents the corresponding ground-truth label
path of that instance.

The algorithm starts by understanding and representing the class taxonomy
from the hierarchical data stream. The first loop (line 2 onwards) receives an

Algorithm 1:
GNB-hDS - Gaussian Naive Bayes for Hierarchical Data Streams

input : a hierarchical data stream hDS providing instances (~x, ~y)

output: a predicted label path ~̂yi for the input instance

1 Tree← classTaxonomy(hDS);
2 foreach (~x ∈ hDS) do
3 predictedNode← Tree.root;
4 while ¬(predictedNode.isLeaf) do
5 foreach (childNode ∈ predictedNode.children) do
6 priors← priorProbability(childNode.Class);
7 end
8 likelihood← likelihoodProbability(~x,priors);
9 posterior← posteriorProbability(likelihood,priors);

10 predictedNode← argmax(posterior);

11 ~̂yi ← ~̂yi ∪ {predictedNode.label};
12 end
13 UpdateStatisticalDescriptors(~yi);

14 end
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incoming instance from the hierarchical data stream. The following loop (lines
4 - 12) handles the hierarchy using the LCPN approach by predicting one of the
children labels possible for that parent node.

The a priori probabilities are calculated in line 6 using the counts of class
instances. The likelihood and posterior probabilities are calculated in lines 8 and
9 by the application of Equations 3 and 4, respectively. The predicted node for
the evaluated parent is obtained in line 10, and the respective single label is

appended to a partial label path ~̂yi (line 11). This process is repeated until a

leaf node is reached and the label path ~̂yi is complete and ready to be output
by the algorithm.

Finally, the algorithm updates the statistical descriptors (the count n of
class instances, the incremental mean instance x̄n, and the incremental standard
deviation σn) of all classes contained in ~yi, from the leaf to the root class.

5 Analysis

In this section, we report the experimental analysis conducted to compare our
proposal against existing works in hierarchical data stream classification. First,
we provide the experimental protocol adopted. Next, we discuss the results in
terms of prediction and performance.

5.1 Experimental Protocol

Table 1 depicts the 14 hierarchically labeled datasets used in our testbed, listing
their number of instances, features, and classes, the number of labels per level in
the hierarchy (from top-level to leaf level), and references. These datasets con-
tain different features, instances, and domains, thus assessing how our proposal
behaves in different scenarios.

Table 1. Datasets used in the experiment.

Dataset Instances Features Classes Labels per level Reference

Entomology 21,722 33 14 4, 6, 9, 14 [28]
Ichthyology 22,444 15 15 2, 6, 12, 15 [28]
Insects-a-b 52,848 33 6 1, 1, 2, 6 [37]
Insects-a-i 355,275 33 6 1, 1, 2, 6 [37]
Insects-i-a-r-b 79,986 33 6 1, 1, 2, 6 [37]
Insects-i-a-r-i 452,044 33 6 1, 1, 2, 6 [37]
Insects-i-b 57,018 33 6 1, 1, 2, 6 [37]
Insects-i-g-b 24,15 33 6 1, 1, 2, 6 [37]
Insects-i-g-i 143,323 33 6 1, 1, 2, 6 [37]
Insects-i-i 452,044 33 6 1, 1, 2, 6 [37]
Insects-i-r-b 79,986 33 6 1, 1, 2, 6 [37]
Insects-i-r-i 452,044 33 6 1, 1, 2, 6 [37]
Insects-o-o-c 905,145 33 24 4, 10, 14, 24 [37]
Instruments 9,419 30 31 5, 10, 31 [28]
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During the experiments, classifiers were assessed in terms of hierarchical F-
measure [24]. Like traditional classification metrics, the hierarchical F-Measure
(hF ) relies on hierarchical precision and recall components, but instances are
associated with a path of labels, and the entire path is evaluated.

The hierarchical F-Measure is depicted in Equation 5, while its precision (hP )
and recall (hR) components are described in Equations 6 and 7, respectively. In

both precision and recall metrics, ~̂yi is the set of labels predicted for the i-th
instance, and ~yi is its corresponding ground-truth label set.

hF =
2× hP × hR
hP + hR

(5)

hP =

∑
i

∣∣∣~̂yi⋂ ~yi∣∣∣∑
i

∣∣∣~̂yi∣∣∣ (6)

hR =

∑
i

∣∣∣~̂yi⋂ ~yi∣∣∣∑
i |~yi|

(7)

We report the hF metric using the prequential test-then-train [10,20] valida-
tion method, where each instance is used to test the model before it is used for
training and updating [10,21].

Furthermore, we measured the time performance by calculating the number
of instances that a classifier can process per second.

We compared our proposed GNB-hDS to the hierarchical kNN described in
Section 3 proposed in [28], hereafter referred to as kNN-hDS. We set up kNN-hDS
with k ∈ {1, 3, 5} and n (buffer size) ∈ {5, 10, 15, 20}. The method GNB-hDS
does not require setting parameters.

Finally, the results obtained by both methods were assessed using Wilcoxon
hypothesis tests [41] with a 95% confidence level according to the protocol pro-
vided in [16] to verify significant differences in the hF and instances processed
per second rates obtained by both methods.

The experiments in this paper were performed using Python 3.7. The pro-
posed script containing the GNB-hDS method, as well as the datasets, are freely
available for download3.

5.2 Results

Table 2 shows the Hierarchical F-measure (hF ) and Instances per second rates
obtained by kNN-hDS and GNB-hDS in the datasets (greater values are high-
lighted in bold). In the kNN-hDS method, rates represent the best hF results
obtained in the parameters configuration (as described in Section 5.1).

In terms of predictive performance assessment, the GNB-hDS method ob-
tained better hF rates in 10 out of the 14 datasets. However, hF values are

3 http://www.ppgia.pucpr.br/∼jean.barddal/datasets/GNB-hDS.zip

http://www.ppgia.pucpr.br/~jean.barddal/datasets/GNB-hDS.zip
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Table 2. Hierarchical F-measure (hF ) and Instances per second rates obtained during
experiments.

hF (%) Instances per second

Dataset kNN-hDS GNB-hDS kNN-hDS GNB-hDS

Entomology 51.51 48.64 127 379
Ichthyology 40.55 46.82 157 395
Insects-a-b 80.95 81.11 151 489
Insects-a-i 79.14 80.88 153 494
Insects-i-a-r-b 79.49 81.42 153 495
Insects-i-a-r-i 78.52 81.57 153 491
Insects-i-b 79.78 80.55 148 500
Insects-i-g-b 83.29 81.53 158 483
Insects-i-g-i 78.94 80.40 154 495
Insects-i-i 78.63 80.90 152 497
Insects-i-r-b 80.14 78.57 153 491
Insects-i-r-i 78.60 81.61 153 494
Insects-o-o-c 55.24 64.14 75 282
Instruments 65.42 48.31 79 262

Average 72.16 72.60 140.43 446.21

similar across both methods, such that the average difference between them is
0.44% while favoring GNB-hDS. Despite the improvements, the Wilcoxon test
showed no statistical difference between hF rates obtained by the methods (p-
value = 0.2209).

Concerning processing speed comparison, the GNB-hDS method was able to
process more instances per second across all datasets, with an average rate of
446.21 instances against 140.43 of the kNN-hDS method. Thus, on average, our
method was able to process 3.2 times more instances than the kNN-hDS method.

A one-tailed Wilcoxon test indicated a statistical difference between instances
per second rates obtained by both methods (p-value = 0.0005) and confirmed
that GNB-hDS is significantly faster when compared to kNN-hDS method.

Considering predictive performance and processing speed rates, GNB-hDS
can obtain computational performance improvements without significant threats
to the predictive performance by using statistical summaries of data combined
with the class hierarchy information.

As aforementioned, the GNB-hDS method uses the premise of a Gaussian
(normal) data distribution to deal with instance representation in the learning
model [30]. In this sense, in addition to the previously described analysis, we
investigated if GNB-hDS could use its premise to obtain better hF rates when
data is normally distributed.

Thus, the GNB-hDS method, in addition to its speed, would present an
additional advantage to the kNN-hDS method (or to any other method that
does not use the premise of data normality) since it would be more adapted to
classify normally distributed data. This advantage can be even more noticeable
when we consider the data stream context, where data are potentially unbounded
and statistical descriptors, such as mean and standard deviation, are more likely
to obtain better representations of the population.
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To examine this claim, we perform a Shapiro–Wilk test of normality [34] in all
the datasets and applied the Yeo-Johnson power transformation technique [44]
in all data to improve their adherence to a more normal distribution. The data
normality was measured by Shapiro–Wilk test before and after the application
of the Yeo-Johnson transformation.

Table 3 depicts the Shapiro-Wilk W statistic before (raw data) and after
(transformed data) the Yeo-Johnson transformation. W statistic is bounded by
1, and closer values to this upper bound represent data more fitted to a normal
distribution.

In addition, Table 3 depicts the Hierarchical F-measure (hF ) obtained by
both GNB-hDS and kNN-hDS methods when applied in both raw and trans-
formed datasets. One can note that the predictive performance of GNB-hDS
was improved when using transformed data in 13 out 14 datasets. Likewise, the
average hF increased 2.35%, with noticeable increases in some datasets, such as
Entomology (5.23%) and Insects-o-o-c (5.32%). Oppositely, kNN-hDS could not
achieve the same improvements. In fact, kNN-hDS obtained lower hF rates with
the transformed data resulting in a decrease of 1.6% in the average hF from
72.16% to 70.56%.

Finally, we performed one-tailed Wilcoxon tests to verify if the results ob-
tained with the transformed datasets are significantly higher than with raw data
for both GNB-hDS and kNN-hDS methods.

On kNN-hDS, the test indicated a statistical difference between performances
with both data (p-value = 0.0009) favoring raw data, i.e., kNN-hDS does not
benefit from a more normal distributed data. In contrast, on GNB-hDS the
test indicated a statistical difference between performances with both data (p-

Table 3. Shapiro-Wilk W statistic of datasets and Hierarchical F-measure (hF) ob-
tained by GNB-hDS with raw and transformed data.

Shapiro-Wilk
W statistic

hF (%) obtained
by GNB-hDS

hF (%) obtained
by kNN-hDS

Dataset
Raw
Data

Transformed
Data

Raw
Data

Transformed
Data

Raw
Data

Transformed
Data

Entomology 0.7489 0.9517 48.64 53.87 51.51 51.07
Ichthyology 0.9028 0.9839 46.82 50.27 40.55 35.86
Insects-a-b 0.7236 0.9240 81.11 81.90 80.95 78.78
Insects-a-i 0.7248 0.9272 80.88 84.05 79.14 76.96
Insects-i-a-r-b 0.7268 0.9273 81.42 83.48 79.49 78.48
Insects-i-a-r-i 0.7234 0.9269 81.57 83.40 78.52 76.60
Insects-i-b 0.7239 0.9239 80.55 82.28 79.78 77.90
Insects-i-g-b 0.7280 0.9273 81.53 81.42 83.29 81.66
Insects-i-g-i 0.7227 0.9288 80.40 83.16 78.94 77.02
Insects-i-i 0.7234 0.9269 80.90 83.05 78.63 76.58
Insects-i-r-b 0.7250 0.9252 78.57 79.58 80.14 79.03
Insects-i-r-i 0.7234 0.9269 81.61 83.45 78.60 76.60
Insects-o-o-c 0.7416 0.9468 64.14 69.46 55.24 55.03
Instruments 0.9689 0.9868 48.31 49.93 65.42 66.25

Average 0.7577 0.9381 72.60 74.95 72.16 70.56
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value = 0.0006) favoring the transformed data and has confirmed that GNB-hDS
can take advantage of a more normal distribution-like data, thus corroborating
our claims.

6 Conclusion

In this paper, we proposed GNB-hDS, an algorithm for hierarchical classification
of data streams using data summaries to represent data. Our proposal is incre-
mental and handles potentially unbounded data streams with constant memory
consumption. Consequently, the proposed method processes more instances per
second without dreadful impacts in prediction rates when compared to existing
kNN-based techniques. To the best of our knowledge, our method extends the
state-of-the-art being the first incremental method based on Bayes’ Theorem
tailored for hierarchical data streams classification.

The resulting source code and all the datasets used in the experiments are
freely available for download to be used as a baseline to further research on the
hierarchical classification of data streams, such as data preprocessing, computa-
tional resources analysis, and concept drift detection and adaptation.

In future works, we are interested in designing and applying other data sum-
maries and different window types to maintain more than one a priori proba-
bilities per class to allow a posteriori probabilities calculation weighted by data
newness. Also, we are interested in applying existing drift detectors [8,17,6] to
increase the responsiveness to changes in the data distribution.
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