
Is it Fine to Tune? Evaluating SentenceBERT
Fine-tuning for Brazilian Portuguese Text Stream

Classification
Bruno Yuiti Leão Imai∗, Cristiano Mesquita Garcia∗†, Marcio Vinicius Rocha∗,

Alessandro Lameiras Koerich‡, Alceu de Souza Britto Jr.∗§ and Jean Paul Barddal∗
†Instituto Federal de Santa Catarina (IFSC), Câmpus Caçador, Brazil
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Abstract—Pre-trained language models (LMs) have been used
in several scenarios and data mining tasks due to their good-
quality representations and their use readiness. Although LMs
constitute a significant gain in usability, they are frequently
utilized statically over time, meaning that these models can
suffer from concept drift and semantic shift, which correspond
to changes in data distribution and word meanings. These phe-
nomena are more noticeable when new texts become gradually
available. This paper evaluates the impact of updating pre-
trained SentenceBERT models overtime on a Brazilian news post
classification task in text streaming fashion, a paradigm suitable
for learning from data streams. While we update the SBERT
model yearly with a reduced number of recent posts, we compare
it with scenarios using static LMs. We used the adaptive random
forest for classification and evaluated it regarding macro F1-score
and elapsed time. The experimental results show that regularly
leveraging sampled texts from the recent past for fine-tuning
LMs can improve performance metrics over time, reaching better
results than using static LMs in most years analyzed. We also
evaluated the run times, which suggests that fine-tuning LMs
over time provides a good trade-off between performance and
run time.

Index Terms—text stream, text classification, incremental
learning, language models, fine-tuning

I. INTRODUCTION

Continuously learning from texts has become a hot topic, as
it can correspond to advantages for companies and institutions.
Several works applied machine learning (ML) methods to
incorporate patterns and knowledge from specific domains into
models [1], [2]. However, in given domains, such as news
classification and sentiment analysis of X (former Twitter)
posts, the texts become available over time, and a model
trained using past data may become obsolete. Therefore, the
data stream paradigm emerges as a suitable and practical
strategy for (nearly) real-time scenarios [3], [4].

Data streams are “an abstraction that allows real-time ana-
lytics” [3]. Streams have distinct characteristics, which include
[4]: (a) data arrive one by one or in small batches, (b) data
are presented sequentially, and (c) the stream is potentially

infinite. To learn in this kind of scenario, a given ML model
must satisfy criteria such as [4]: (a) to be able to learn one by
one (or in small batches); (b) to consume modest resources;
and (c) to perform single-pass operations. A class of ML
methods that can learn respecting these aspects is generally
called incremental or adaptive [4].

When handling textual data streams, or simply text streams,
new challenges emerge, including natural language processing
(NLP) and the maintenance of vocabulary and representations
[5]. A frequent phenomenon in traditional and text streams is
the concept drift [3]–[5]. Concept drift constitutes changes in
the underlying data distribution [3], [4]. ML systems that do
not account for concept drift may experience adverse effects
on performance [4]. In particular, in text streams, concept drift
can take different forms, such as [5]: changes in the sentiment
distribution [6], and feature drift [7], for example.

Handling text representations is also challenging in text
streams. Most ML methods demand numeric vectors as input.
Using simple traditional methods such as bag-of-words (BOW)
[8] and term frequency-inverse of document frequency (TF-
IDF) [9] can be problematic because they can generate high
dimensional representations. Additionally, these text represen-
tation methods, particularly TF-IDF, require processing a set
of texts to score the importance of the words. Furthermore,
because each dimension represents a word in both BOW and
TF-IDF, applying them would vectorize the texts into variable-
dimension vectors. Therefore, several works have leveraged
pre-trained language models (LMs) since they are easy to
use and generally offer good-quality representations [10].
However, using LMs statically can lead to semantic shift that
regards changes in word meaning over time [11].

According to Garcia et al. [5], one of the manners to
overcome concept drift in text streams is by updating the
model occasionally after arbitrary periods. Considering the
presented aspects, this paper aims to evaluate the effects
of fine-tuning pre-trained LMs in text stream scenarios. In
particular, we will analyze a stream of news posts in Brazilian



Portuguese from the financial domain to classify news. We
use SBERT [12] combined with BERTimbau [13] as a base
LM and fine-tune, over time, considering 2000 news from
the past year, having in mind the text stream paradigm and
the temporal order, e.g., fine-tuned SBERT with news from
2018 and applied on news from 2019. We also evaluate the
effect of LMs older than one year, using the text stream’s
instances’ timestamp as a reference, e.g., fine-tuned SBERT
with news from 2018 and applied to news from 2020 or
posterior. Specifically, our research question RQ1 is: “How
effective is recurring fine-tuning LMs for continuous use in
Brazilian Portuguese text stream classification?”. To illustrate
this scenario, we aim to classify the news category; however, it
could be relevant for any other class prediction, e.g., sentiment
analysis.

The contributions of this paper are three-fold: (1) an analysis
of the effects of fine-tuning LMs over time in text stream
classification; (2) a set of annual (between 2018 and 2023)
fine-tuned SBERT models in Brazilian Portuguese, a language
that is mostly overlooked in LM research, directed to the
financial domain1; and (3) a variation of WordpieceToken ratio
sampling [14] that accounts for stratified sampling.

The paper is organized as follows: Section II presents
background concepts for a thorough understanding of this
paper. Section III describes the experimental protocol, includ-
ing dataset, classifier, and metrics. Section IV presents the
experimental results. Finally, Section V concludes this paper
and provides potential future works.

II. BACKGROUND

This section presents concepts on text stream mining and
SentenceBERT (SBERT), including its fine-tuning process.

A. Text Stream Mining

Bifet et al. [3] stated that data streams are “an abstraction
that allows real-time analytics”. In data streams, the instances
arrive over time sequentially, one by one or in small batches,
and the stream itself may be infinite [3], [4]. Learning in
streaming environments demands ML methods abilities that
include [4]: (a) learning on an instance-basis or in batches;
(b) using single-pass operations; and (c) consuming reasonable
resources.

Text streams are a subcategory in data streams [5], which
exhibit additional challenges, including, for instance, text
cleaning, representation maintenance, and vocabulary main-
tenance. Representation maintenance regards keeping updated
representations over time [5], preventing semantic shift effects
on the performance of the ML method. Vocabulary mainte-
nance refers to keeping a vocabulary concise without storing
stale tokens [5]. Therefore, overlooking semantic shifts can
lead to a decrease in the subsequent ML method’s perfor-
mance.

Another characteristic of both traditional and textual data
streams is their susceptibility to concept drift. Concept drift

1Models are available at Huggingface - See Section III-D

can negatively impact the dependent ML model, especially if
it does not account for drifts. Section II-B briefly describes
concept drift and semantic shift.

B. Concept Drift

Concept drift regards distribution changes over time [4].
In a classification setting, these changes regard relationship
changes between the input and output. More specifically,
concept drift can be represented as pt(y|X) ̸= pt+∆(y|X),
in which p is the conditional probability of y given an input
X , t is an arbitrary point in time, and ∆ ∈ N.

In text stream scenarios, concept drift can appear in different
forms [5], which include changes in class distribution, e.g.,
sentiment distribution [6], changes in relevant words (corre-
sponding to feature drift [15] in Bag of Words, BoW, and term
frequency-inverse document frequency, TF-IDF), and changes
in word’s meaning, i.e., semantic shift [11], [16]. Although
the semantic shift phenomenon is studied across long periods,
e.g., decades, it can occur in shorter periods, e.g., hours and
weeks [6], [17]. However, the semantic shift problem is out of
the scope of this paper since it is generally related to linguistic
studies.

Considering the challenges of concept drift and represen-
tation maintenance, several papers leverage pre-trained LMs,
such as BERT [18] and SBERT [12]. These LMs are generally
pre-trained over massive data and are easy to couple to ML
systems, making them a good choice for fast deployment.

C. SentenceBERT (SBERT)

SBERT [12] is a siamese architecture that uses pre-trained
models such as BERT [18] and RoBERTa [19] to generate
semantically meaningful embeddings. Initially developed for
natural language inference (NLI) and semantic textual sim-
ilarity (STS) tasks, SBERT also provides good quality em-
beddings for classification tasks [10]. In particular, SBERT’s
siamese component, i.e., a bi-encoder, accelerates the cosine
similarity estimation compared to the BERT’s original cross-
encoder [12].

This paper uses SBERT encapsulating BERTimbau [13],
which is a pre-trained model in Brazilian Portuguese, trained
using the brWaC dataset [20]. We favored using SBERT
because of its capability of encoding entire texts, and its mean
pooling strategy demonstrated higher performance than other
aggregating strategies [12].

Fig. 1 represents the scenario addressed in this paper, where
a stream consisting of news posts (X), their categories (y)
(available after a classifier prediction), and a date stamp.
The posts arrive sequentially, and X and y are stored in the
buffer. The ordinary process uses the LM, i.e., SBERT, to
encode the news post into a vector, which is used as input for
the adaptive random forest (ARF) classifier, equipped with
a concept drift detector. The ARF then outputs a category
prediction and updates itself using the actual y as soon as
it becomes available. After, the news post stream continues
to be processed over time. At each iteration, the date stamp



Fig. 1. Diagram of the scenario considered for text stream processing.

from the news is checked, and if the year changes, the fine-
tuning process is triggered using the news posts stored in the
buffer. Instead of incorporating a fully connected layer on top
of the LM, we leverage an SVM. The fine-tuning of the LM
uses early stopping, model checkpoint, and hold-out (2,000
news posts sampled from the buffer for training and 200 for
validation). After the fine-tuning, if there is an improvement in
the performance metrics, the previous LM is replaced by the
fine-tuned one. Afterward, the stream processing continues,
as described above. We highlight that two classifiers are
leveraged during this process, i.e., SVM and ARF, however,
the former is used during fine-tuning, whereas the latter is
used for actual classification.

III. EXPERIMENTAL PROTOCOL

This section describes the experimental protocol utilized in
this paper, including the datasets, classifier, metrics, LM fine-
tuning procedure, and evaluation scenarios.

A. Dataset

We collected news posts written in Brazilian Portuguese
from websites specialized in economics covering the period
from January 2018 to April 2024 using scraping methods to
extract each piece’s title, date, and content. All news items
were processed to remove certain elements, such as sentences
related to advertising and words that were irrelevant to the
context or could potentially confuse the model, including
emojis, accents, and quotation marks.

The news posts are distributed into varying numbers of
categories across the years, as illustrated in Fig. 2. At the be-
ginning, there were only eight categories cataloged in the col-
lected dataset, i.e., ‘minhas-financas’, ‘mercados’, ‘politica’,
‘colunistas’, ‘negocios’, ‘onde-investir’, ‘consumo’, ‘carreira’.
However, new categories were introduced over the years, i.e.,
‘business’, ‘mundo’, ‘economia’, ‘stock-pickers’, and ‘do-zero-
ao-topo’, alongside an increasing volume of news annually,
offering a comprehensive perspective on the evolution of news
over time.

Table I summarizes the collected data. Again, we highlight
the change in the number of classes, which varied from 8 to 13
over time. Additionally, the variation in the number of news

posts can indicate an increasing interest over time in topics
related to financial aspects. On the other hand, the number
of non-unique tokens per news post increased until 2021,
changing the trend after that. We considered a token a single
character or a sequence of characters surrounded by blank
space. These observations suggest that the news producers
tended to write and publish news posts more frequently but
kept them shorter than in earlier observed moments. However,
it is impossible to state that these changes represent an
intentional trend.

TABLE I
STATISTICS OF THE COLLECTED NEWS POSTS BY YEAR.

Year # of tokens (mean ± std) # of categories per year # of news posts
2018 786.49 ± 1550.82 8 13,932
2019 829.48 ± 1314.86 10 10,693
2020 897.27 ± 945.73 10 11,994
2021 967.94 ± 1169.81 10 14,369
2022 717.64 ± 605.75 10 17,856
2023 641.97 ± 470.67 13 24,328
2024 573.92 ± 458.85 12 7,944

B. Adaptive Random Forest (ARF) Classifier

The ARF classifier [21] was selected for its suitable perfor-
mance compared to incremental competitors on text stream
classification tasks subject to concept drift [22]. Although
the Support Vector Machine was the best in [22], our work
leverages ARF due to its ability to natively handle concept
evolution, i.e., the appearance of new classes in the stream,
which is characteristic of our problem.

In addition, ARF can manage its internal trees, i.e., add new
trees and remove stale ones, by using drift detectors to detect
warning regions and the concept drifts themselves. ARF’s
internal trees are also incremental. However, using ARF’s
internal concept drift detectors helps keep the trees concise.
We applied ARF using default parameters from River library
[23], version 0.14, including the number of trees = 10.

C. Metrics

To evaluate the strategies, we used macro F1 and run time.
Since the addressed problem is a multiclass classification,
macro F1 was chosen because accuracy, the most traditional
metric for classification, is sensitive to class imbalance. To
calculate macro F1, it is necessary to compute the F1-score
per class. The computation of the F1-score for an arbitrary
class is given in Equation 1, in which the precision and recall
of such class are harmonically averaged.

F class
1 = 2× Precisionclass × Recallclass

Precisionclass + Recallclass
(1)

Macro F1 equally weighs in each F1-score calculated per
class. All macro F1-score values reported were calculated per
subset, i.e., 2018 news, 2019 news, and so on. The values
are incrementally calculated within the subset but reset for the
following subset. In addition, since the approaches work in
stream fashion, we measured the run times for the text stream
classification and also for the fine-tuning operation, isolated.



Fig. 2. News distribution according to categories across the analyzed period.

D. Language Models (LMs)

Since the dataset used is written in Brazilian Portuguese, we
used BERTimbau [13] as the base LM. BERTimbau is a BERT
model pre-trained using the brWaC dataset [20], which was the
most extensive open Portuguese corpus up to its development,
containing 3.53 million web pages and 17.5 GB of raw text
[13].

Initially, we used an SBERT with the pre-trained BERTim-
bau as the base model. However, there is no BERTimbau
version for SBERT. Therefore, SBERT adds a mean pool layer
to extract sentence embeddings. In this paper, we call this
model SBERTimbau.

Considering the news posts’ date stamps, at the beginning of
each year, we sampled news posts from the previous year and
fine-tuned the SBERTimbau model. Details on the sampling
process are given in Section III-E. This model is referred to
as “SBERT<year>”, where <year> represents the latest year
in which data has been collected and used for training. For
example, when the news posts from 2018 ended, 2,200 news
posts were sampled from those published in 2018, and we fine-
tuned the SBERTimbau model, creating then the SBERT2018
model. The SBERT2018 model is used for encoding the news
posts from 2019. At the end of 2019, again, 2,200 news
posts were sampled from those published in 2019 to fine-tune
the SBERT2018 model. After fine-tuning, this LM is called
SBERT2019. The same procedure was used for fine-tuning
the models for the subsequent years.

At the end, we have created and tested seven models:

• SBERTimbau: SBERT model [12] combined with
BERTimbau [13] (no fine-tuning);

• SBERT20182: SBERTimbau model fine-tuned with sam-
pled news from 2018;

2Available at: https://huggingface.co/pucpr-br/sbertimbau news 2018/

• SBERT20193: SBERT2018 model fine-tuned with sam-
pled news from 2019;

• SBERT20204: SBERT2019 model fine-tuned with sam-
pled news from 2020;

• SBERT20215: SBERT2020 model fine-tuned with sam-
pled news from 2021;

• SBERT20226: SBERT2021 model fine-tuned with sam-
pled news from 2022;

• SBERT20237: SBERT2022 model fine-tuned with sam-
pled news from 2023.

In all cases, embeddings are averaged element-wise if the
number of wordpieces (BERT’s internal tokens) of a news
post is higher than 512, which is the original limit for
SBERTimbau. Even though we acknowledge the existence of
similar works, such as Santos et al. [24], their approach differs
from ours in the following aspects: (a) our approach considers
the text stream paradigm, respecting the temporal order; (b)
although the authors used BERTimbau as a base LM, they fine-
tuned the model using roughly 1,400,000 sentences from news
between 2006 and 2022, which forbid the use of their model in
news posts older than 2022; (c) their approach was fine-tuned
to perform sentiment analysis; and (d) we use SBERT for news
posts encoding, without appending layers for classification.

Finally, our SBERT models are available to the community
on Huggingface8.

E. Language Model Fine-tuning Procedure

The LM fine-tuning procedure considers two steps: (a) news
posts sampling; and (b) LM fine-tuning.

3Available at: https://huggingface.co/pucpr-br/sbertimbau news 2019/
4Available at: https://huggingface.co/pucpr-br/sbertimbau news 2020/
5Available at: https://huggingface.co/pucpr-br/sbertimbau news 2021/
6Available at: https://huggingface.co/pucpr-br/sbertimbau news 2022/
7Available at: https://huggingface.co/pucpr-br/sbertimbau news 2023/
8https://huggingface.co/pucpr-br



It is known that the fine-tuning process is computationally
costly [25], [26]. Therefore, sampling relevant data for fine-
tuning is cheaper in terms of computational resources, provid-
ing informative pieces of data for the fine-tuning process. For
this paper, we leverage the WordpieceToken ratio sampling
method [14], which uses the ratio between the number of
wordpieces and the number of tokens to weigh the importance
of each news post.

In this paper, we also propose a stratified variant, called
stratified WordpieceToken ratio (SWPT). In practice, SWPT
samples data according to their weight, i.e., the ratio between
wordpieces and tokens. For each class, we proportionally
sample a number of news posts, considering their weight. In
particular, we sample 2,200 news posts using SWPT.

Regarding the LM fine-tuning, using the news posts pre-
viously sampled, we fine-tune the SBERT model using the
BatchAllTripletLoss (BATL) function [27], described in Eq. 1,
in which P are arbitrary classes, K are items from P , m is
an arbitrary margin, d is the distance between positive and
negative anchors, D is an arbitrary distance metric and fθ is a
function that maps similar items into close points in the data
space [27].

LBAT (θ;X) =

all anchors︷ ︸︸ ︷
P∑
i=1

K∑
a=1

all pos.︷ ︸︸ ︷
K∑

p=1,p̸=a

all negatives︷ ︸︸ ︷
P∑

j=1,j ̸=i

K∑
n=1

[m+ di,a,pj,a,n]+,

di,a,pj,a,n = D(fθ(x
i
a), fθ(x

i
p))−D(fθ(x

i
a), fθ(x

j
n)).

(1)

BATL maximizes the distance between inter-label instances
while minimizing the distance between intra-label instances.
This loss function reached relevant results when combined
with the WordpieceToken ratio sampling [14].

We fine-tuned the LMs using the early stopping [28] and
model checkpoint procedures. Specifically, we set maximum
epochs as 100, used 2,000 news posts to train an offline
Support Vector Machine (SVM) [29] with linear kernel and
the remaining 200 posts for SVM validation. We tracked the
macro F1-score for the validation set and stored the best
SBERT model. In addition, we set the patience as 15, meaning
that 15 epochs without improvement in macro F1-score in the
validation set stopped the fine-tuning procedure. At the end of
the process, we stored the best LM. Please note that we only
used SVM in the fine-tuning process.

There are a few ways to evaluate the performance of a
model during fine-tuning, such as monitoring loss values and
performance metrics. In this paper, although we presented
the BATL function, we monitored the macro F1-score in the
validation set. Since we leveraged the SentenceTransformers
library, we had difficulty in extracting meaningful loss values
since the values we obtained did not correlate with an increase
in the macro F1-score in the validation set. Therefore, we
opted to use the macro F1-score in the validation set to
determine the quality of a language model during the fine-
tuning.

Regarding the SVM, we used it because it can find a
hyperplane and maximize margins between classes. Having
in mind that BATL function aims to maximize inter-label
distance while minimizing the intra-label distance, we hy-
pothesize that SVM can be used to evaluate the fine-tuning
procedure. In other words, we hypothesize that SVM can reach
better macro F1-scores whenever the fine-tuning generates a
language model that provides better representations than the
previous language model.

F. Scenarios

In this paper, we considered two scenarios: (a) classification
of news posts using the same SBERT model across the news
post stream and (b) classification of news posts from the
subsequent year using an SBERT model fine-tuned until the
last year, hereafter dubbed Updated SBERT. Specifically, in
scenario (a), we evaluated the LMs presented in Section III-D
without any posterior update, respecting the temporal order.

The results are displayed in a table, with the LMs as rows,
the datasets as columns, and the cells corresponding to the
evaluated metric. In this paper, the cells contain macro F1-
score values and elapsed times. In addition, the classifier, the
Adaptive Random Forest, is not restarted along the news post
stream.

G. Implementation and Hardware

The implementation was developed using the following
libraries: Scikit-learn [30], Seaborn [31] and Matplotlib [32]
for graphics generation, River [23] for text stream simulation,
ARF, and metrics, and SentenceTransformers9 for SBERT.

The hardware employed was a 13th-generation Intel(R)
Core(TM) i9-13900K with 126 GB of RAM and 2 NVIDIA
24GB GeForce RTX 4090 GPUs running Ubuntu 22.04 LTS
server.

IV. RESULTS

Table II shows the macro F1-scores obtained for scenarios
(a) and (b). Scenario (a) consists of the experiments with
SBERTimbau, and SBERT2018 to SBERT2023, while sce-
nario (b) corresponds to the values in which the model is Upd.
SBERT.

First, we observe that, in general, even with a static LM,
the macro F1 maintains acceptable levels over time due to the
incremental classifier (ARF). For instance, we emphasize the
SBERT2018 results, which reach 55.42% of macro F1 when
classifying 2019 news, increasing to 62.86% in 2020 news
and achieving similar levels in 2021 and 2022 news. Second,
using the Updated SBERT leads to outstanding results. Table II
shows that learning previous patterns can help reach interesting
macro F1-score values, together with minimally fine-tuned
and updated LMs. In all cases, the bold values are the best
macro F1-score values per column obtained per subset over
ten executions.

Fig. 3 shows the macro F1-score values obtained across
the years using different fine-tuned LMs. SBERTimbau is the

9https://www.sbert.net/



TABLE II
LM EVALUATION OVER TIME, IN TERMS OF MACRO F1 (%), OVER TEN EXECUTIONS. THE BEST VALUES PER NEWS SUBSET ARE IN BOLD.

Model/News News 2018 News 2019 News 2020 News 2021 News 2022 News 2023 News 2024
SBERTimbau 55.02 ± 0.47 61.39 ± 0.62 60.61 ± 0.64 57.64 ± 0.52 60.01 ± 0.87 55.66 ± 0.54 59.11 ± 0.88
SBERT2018 55.42 ± 0.51 62.86 ± 0.9 59.97 ± 1.22 62.20 ± 0.53 57.76 ± 0.61 58.55 ± 2.68
SBERT2019 62.34 ± 0.51 66.20 ± 0.49 69.30 ± 0.54 59.06 ± 0.89 62.24 ± 2.12
SBERT2020 67.00 ± 0.53 73.47 ± 0.62 60.63 ± 0.89 58.92 ± 1.86
SBERT2021 62.42 ± 0.62 58.77 ± 0.98 56.29 ± 2.77
SBERT2022 53.79 ± 0.66 61.45 ± 2.69
SBERT2023 60.71 ± 0.62
Upd. SBERT 55.02 ± 0.47 61.57 ± 0.63 69.05 ± 0.43 74.52 ± 0.64 71.84 ± 0.75 60.24 ± 1.10 64.80 ± 2.82

SBERT using the regular BERTimbau, while Updated SBERT
is the SBERT model fine-tuned with sampled news from the
previous year. We observe that only in 2022 and 2023, using
the Updated SBERT does not favor the macro F1-score. This
behavior is correlated with the appearance of new categories
(classes), as depicted in Fig. 5.

In all settings, performance decreases using the News 2023
subset compared to the other subsets. We attribute this de-
crease to the emergence of two new categories: “business” and
“do-zero-ao-topo”. Furthermore, an increase in the number of
news posts from the category politica may have influenced
the results. It is also noteworthy the existence of the cate-
gories business and negocios, since the terminology negocios
corresponds to business in Portuguese. In this situation, illus-
trated by Fig. 4, we noticed a gradual drift, considering the
drift dynamics taxonomy proposed in Gama et al. [4]. News
posts from business started appearing in mid-2023, co-existing
with those from negocios, but quickly replacing them almost
completely. Since their contexts are expected to be similar,
the classification model would tend to confuse them during
the transition of categories, also contributing to the decrease
in the macro F1-score. Although both classes, i.e., negocios
and business, are semantically equivalent, we opted to keep
both in the experiments because, in a real-world setting, it is
not possible to predict this sort of situation since a third-party
manages the actual labeling of the news posts.

Using the Updated SBERT until 2022 helped reach the best
macro F1-score values, demonstrating that updating the LM is
beneficial. However, with the 2022 news, ARF could not reach
the best macro F1-score with the updated text representations.
In this case, SBERT2020 offered better representations to ARF
when classifying 2022 and 2023 news, showing that concepts
previously learned by ARF potentially hampered or delayed
its incremental learning.

Fig. 5 (upper half) shows the macro F1-score values ob-
tained over time using a 200-sized window. A concept drift
happens in all scenarios in the middle of 2023, impacting the
performance regarding macro F1. Fig. 5 (lower half) shows
the number of categories over time. In 2018, the stream started
with eight categories, increasing to 10 at the end of 2019 and
keeping stable until 2023, when the number of categories goes
to 13. Although the impact of concept evolution, i.e., change in
the number of classes, is less meaningful, it is still noticeable
in 2019. This is demonstrated by the slightly negative trend

of macro F1 with SBERTimbau, SBERT2018, and Updated
SBERT in 2019.

We evaluated statistically the results in terms of macro F1-
score using the Friedman test and the Nemenyi test, following
the procedure presented in [33]. The Friedman test assigns
the existence of a statistical difference between the methods
and, if the statistical difference does exist, we leveraged the
Nemenyi test to find the differences. We used a significance,
i.e., α, of 0.05. Our null hypothesis, i.e., H0, is that there is
no significant difference among the macro F1-scores, while the
alternative hypothesis (Hα) indicates that there is a significant
difference among the observed macro F1-scores. We used the
Friedman test since it is impossible to assess data normality
using 10 runs.

The scenario that evaluates the 2018 news was left out of
the analysis since the models are the same: SBERTimbau
and Updated SBERT, which has not been updated so far.
Evaluating the scenario of 2019 news, we obtained the p-value
= 5.00e-4, which is below 0.05; therefore, we rejected H0. To
visualize where the difference lies, we applied the Nemenyi
test. Fig. 6 shows the average ranking considering 10 runs. The
critical distance (CD) resulted in 1.05, with k = 3 approaches
and N = 10 runs. The methods linked by a horizontal bar
are considered statistically equivalent. Thus, in the scenario
of 2019 news, Upd. SBERT was statistically equivalent to
SBERTimbau. Additionally, both are statistically better than
SBERT2018.

For 2020 news, we obtained the p-value = 5.56×10−6.
Again, we rejected H0. Considering k = 4 approaches
and N = 10, we obtained CD = 1.48. Fig. 7 shows the
average ranking. Upd. SBERT occupied rank 1 in all 10 runs.
However, with 10 runs, the CD obtained makes Upd. SBERT
and SBERT2018 equivalent. SBERT2018 and SBERT2019
were also equivalent, and SBERT2019 and SBERTimbau were
considered equivalent.

For 2021 news, we obtained the p-value = 6.10×10−8 and
we rejected H0. Using k = 5 approaches and N = 10, we
obtained CD = 1.93. Fig. 8 shows the average ranking. Again,
Upd. SBERT occupied rank 1 in all 10 runs. However, with
10 runs, the CD obtained makes Upd. SBERT, SBERT2020
and SBERT2019 equivalent. SBERT2020, SBERT2019, and
SBERT2018 were equivalent, and SBERT2018 and SBERTim-
bau were considered equivalent to each other.

Considering the 2022 news, we obtained the p-value



Fig. 3. Macro F1-score values obtained using different models in the news posts organized by year. Updated SBERT regards the stream processing using an
SBERT model fine-tuned with news posts from the previous year. The updated SBERT is shown in gray. The shadows correspond to the standard deviation.

Fig. 4. Ratio between news posts from the business and negocios categories.

Fig. 5. Macro F1 considering each LM applied in this study and the number of categories over time.



Fig. 6. Average ranking of the methods for 2019 news, considering 10 runs.

Fig. 7. Average ranking of the methods for 2020 news, considering 10 runs.

Fig. 8. Average ranking of the methods for 2021 news, considering 10 runs.

= 3.11×10−9 and we rejected H0. Using k = 6 ap-
proaches and N = 10, we obtained CD = 2.38. Fig.
9 shows the average ranking of the approaches. In this
case, SBERT2020 obtained a better average rank than Upd.
SBERT. Considering the CD, SBERT2020, Upd. SBERT,
and SBERT2019 were considered statistically equivalent;
SBERT2019, SBERT2021, and SBERT2018 were also con-
sidered equivalent, and SBERT2021, SBERT2018, and SBER-
Timbau were considered equivalent, although SBERTimbau
occupied the worst rank in all runs.

Fig. 9. Average ranking of the methods for 2022 news, considering 10 runs.

Focusing on the 2023 news, we obtained the p-value =
1.51 ×10−9, thus rejecting H0. Using k = 7 approaches
and N = 10, we obtained CD = 2.85. Fig. 10 shows
the average ranking of the approaches. Again, SBERT2020
obtained a slightly better average rank than Upd. SBERT.
Considering the CD, SBERT2020, Upd. SBERT, SBERT2019,
and SBERT2021 were considered statistically equivalent; Upd.

SBERT, SBERT2019, SBERT2021, and SBERT2018 were
also considered equivalent, and SBERTimbau and SBERT2022
were considered equivalent, although SBERT2022 occupied
the worst rank in all runs. The fact that SBERT2022 was the
worst rank is interesting since it is temporally the closest to
2023 news and, therefore, expected to obtain better results.

Fig. 10. Average ranking of the methods for 2023 news, considering 10 runs.

Finally, with the 2024 news, we obtained the p-value =
1.32×10−6, rejecting H0. Using k = 8 approaches and
N = 10, we obtained CD = 3.32. Fig. 11 shows the
average ranking of the approaches. In this scenario, Upd.
SBERT obtained the best average rank again, followed by
SBERT2019, SBERT2022, and SBERT2023, which were
considered statistically equivalent. In addition, SBERT2019,
SBERT2022, SBERT2023, SBERT2020, SBERT2018, and
SBERTimbau were also statistically equivalent. Finally,
SBERT2023, SBERT2020, SBERT2018, SBERTimbau, and
SBERT2021 were also considered statistically equivalent.

Fig. 11. Average ranking of the methods for 2024 news, considering 10 runs.

As a last comparison considering macro F1-score, we evalu-
ate the values obtained (a) in the long run, i.e., considering the
complete text stream; and (b) in the 2024 news scenario. Fig.
12 graphically shows these comparisons. The mean values in
each scenario are represented by the horizontal dashed lines.
Clearly, Upd. SBERT always obtained above-average values.
We also highlight that the long run scenario is biased since
only Upd. SBERT and SBERTimbau, in fact, were evaluated
across the complete stream. The other approaches, on the other
hand, have fewer data points to evaluate, meaning that it may
not be a fair comparison.

Still considering Fig. 12, the comparison in the 2024 news
posts scenarios might also be considered unfair since some
methods had more textual data to learn from over time than
others. However, this comparison provides an interesting snap-
shot. Only SBERT2019, SBERT2022, and Upd. SBERT had



Fig. 12. Comparison between approaches considering the complete stream
and 2024 news posts.

their medians above the average macro F1-scores. To sum up,
we understand that updating both the SBERT and the classifier
over time is generally effective across the stream, while having
only the incremental classifier with a static language model can
obtain, at most, average results.

We also evaluated the run times. To perform a fair compar-
ison, we measured and averaged the elapsed times per row.
Fig. 13 visually shows the elapsed time per row in seconds.
SBERTimbau, with the exception of 2018 news, reached the
longest elapsed times on average. Although there is not a
clear reason for that, we hypothesize that optimizations in the
pooling and embedding layers may result in a more efficient
model for inference. In addition, we hypothesize that, since
the Batch All Triplet Loss helps the class separation in the
vector space, it makes the classification a bit easier for the
classifier. Considering that we leveraged an online/incremental
classifier, a non-fine-tuned model such as SBERTimbau may
generate vector representations not so distinguishable in the
vector space, making the incremental classifier perform more
internal operations to identify better splits of the vector space,
thus leading to a longer run time.

Fig. 13. Elapsed run times per approach, per year.

The elapsed times in Fig. 13 do not include the elapsed
times for fine-tuning. The elapsed times for fine-tuning are
listed in Table III. Considering real-time processing, the
longest value, i.e., for SBERT2022, would correspond to only
about 15 minutes. This is a very short time compared to a year

of text processing and classification. Therefore, we consider
that the trade-off is valid in this scenario.

TABLE III
ELAPSED TIMES FOR FINE-TUNING, WITH THEIR MAXIMUM NUMBER OF

EPOCHS, AND THE BEST EPOCH FOUND.

Model # of epochs Best epoch Elapsed time (seconds)
SBERT2018 20 8 828.24
SBERT2019 20 11 851.58
SBERT2020 18 9 775.82
SBERT2021 15 12 732.58
SBERT2022 21 13 888.86
SBERT2023 19 14 798.60

Average 18.83 ± 2.14 11.17 ± 2.32 812.61 ± 55.73

V. CONCLUSION

The use of pre-trained LMs has been boosting applications
and research worldwide due to their ease of use, ability to
provide good quality representations, and capability of domain
adaptation using modest resources. This paper evaluates the
impact of using a fixed pre-trained LM across a text stream for
classification tasks. In our application, the text stream provides
news posts in Brazilian Portuguese from the financial domain,
collected between 2018 and April 2024, for classification
regarding categories. We used the Adaptive Random Forest
(ARF) as a classifier, given its ability to handle both concept
drift and concept evolution, i.e., learn incrementally, adjust
itself to novel classes, and handle stale internal trees. For
analysis purposes, we split the news posts into years. To
compare with the fixed SBERT models, we evaluate the
employ of the Updated SBERT, which regards the SBERT fine-
tuned over time using 2,000 news posts from the last period. To
validate the fine-tuning process and the quality of the updated
representations, we used 200 news posts.

Returning to our first research question, i.e., “How effective
is recurring fine-tuning for continuous use in Brazilian Por-
tuguese text stream classification?”, we notice that no updating
at all is the worst choice in this setting. Updating the LM over
time showed consistent macro F1 results across the stream,
keeping the same incremental classifier. However, in 2023, the
occurrence of concept drift and concept evolution negatively
affected the macro F1 for all LMs evaluated. Experiments
with other classifiers are demanded to check whether this
observation relates to a potential slowness of ARF in recover-
ing from the concept drifts. We also observe that using only
the incremental classifier over the text stream would not be
enough, since SBERTimbau could reach only average macro
F1-scores, below the levels obtained by the Upd. SBERT.
Therefore, we conclude that recurring fine-tuning is effective
for continuous use in classification, especially when combined
with an incremental classifier. In the best case (2021 news),
Upd. SBERT obtained around 7.5 percentage points (pp.)
above the second best approach, and in the worst case, i.e.,
2022 news, Upd. SBERT obtained 1.6 pp. below the best
approach for that year, showing consistently interesting results
across the text stream.



We also measured the elapsed times across the text stream
processing scenarios. Generating better-quality vector repre-
sentations may lead to a smaller run time. In addition, in our
experiments, the time invested in fine-tuning corresponds to
a short time compared to a year (granularity of time used in
this paper). Therefore, our approach provides a good trade-off
between performance and time.

In future works, we intend to evaluate longer streams and
the impact of updating the model under non-specified periods
using drift-based triggers.
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